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1. Answer the following questions (any fen) :
1x10=10

weq Acara Taa for=n (Rl e web)

/ ) x
\(y What 1s a standard normal vanate?

e YR fave 2
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(2)

(b) When do we use F-test?

i F->RrF1 @ Iz7 9612

(c) What is meant by scaling?

17 Jferca 6 om0

(d) When does specification error arise?

Row fewa = fem T =2

l(\e)/lf the error term is not distributed
! normally with o2 variance, what type of
" problem may arise?

ot S5 =meh MR Rea) W[ o2 femer
T (STHRTE (FHYIR TR0 58T 2 ?

3‘)/ Why are there two regression lines?

T SRR &1 Ry A1E 2

(g9)/ What is adjusted R2?

wferafee R? &2
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(3)

When does type-lI error occur?

Bi3e-11 @l (Ffou Tt = ?

(i) , Why do we add a random term in a
linear regression model?

2af¥e e =¥ abre & oM @O o @
Y2

() What is meant by degrees of freedom?

Toger T e ¢ @™ 2

'

If E(U,U;) #0, which problem does arise

in a linear regression model
Y, =a+BX; +U;?

<51 (AR TR @1 Y, = o+ BX, + Uy T
E{U,U)) #0 28, (St2'TA & 0 T8l = ?

( What is the relation between correlation
and regression coefficients?

T S AR 2R A 777 2
(m) What is critical region?

ooy e 62
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(4) (5)

(n) State the expression for normal (e) Distinguish between multicollinearity
distribution. ) and autocorrelation.
T G T TS T W7 TTTR TF TACTOTI A YT |
(o) What is the difference between error () Write two assumptions of F-test.
sum of square and explanatory sum of P %«ﬂﬁﬂ%tﬂ?‘ﬂﬁﬁﬂ |
square?
Zh 391 qTEE W IR B[ @ (g) What are errors in variables?
TS <1 o | o ooz f {92
(h) Give two ‘reasons for arising multi-
collinearity problem.
2. Answer any five of the following questions 2 = 4 TR TP B84 (ARE TBT TR e |
x5=
wers it f G Aot e Teq o : 3. Answer any four of the following questions :
(a) ~Write two uses of Student’s 5x4=20
\/t distribution. To R @I wifRh! e T o
Student’s t fKeq= ‘i'ﬁl RER o= o (a) Explain diagrammatically the area

property of normal distribution.

YR IGT1 F IR o TS S

(b); Distinguish between type-I error and

type-II error.
521 T A BRA-1 Fa W wfie Aall
far=m 1 y What are the properties of a good
: timat in.
(¢} Define coefficient of determination in a estimalory Sxpla
two-variable linear regression model. <ot Ty PRI CaTEs TR I <4
TR T GRS SRR WIS A a0 (c) / Explain the assumptions regarding the
bzl stochastic term of the linear regression

model Y; =a +pX; +U,.

Y, =a+pX, +U, @RF ema wfFR @
*[MCOTE TSR AR 3441 |
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(d) What is partial regression coefficient?
IR IR @95 [$ 2




(d)

(e)

(g)

(h)

22A/1121

(6)

Explain the concept of confidence
interval.

PR SERER 4RAIOR Sl 4 |

What is a dummy variable? What is its

importance in statistical inference?
2+3=5

R e e o @A AR e
R FFY HCEAA 7 |

Distinguish between individual and
joint functional form of regression
model.

FARET WiEe AfeTe WE W FE 9o
*f1<fy o741 |

xplain how the omission of relevant
variable can create a problem in
regression analysis.

e Rew e orifEE e M dre
(IR SPTR e 2, S0 47 |

What are the methods of detecting
heteroscedasticity? Explain any two of
them

Rafivem Sieiedr ez & &2 TR R
CRTCAT 1 A 547 |

( Continued )

4. Answer any four of the following questions :
‘ 10x4=40

22A/1121

(7)

mﬁmﬁmmﬁﬁmwmz

(a) What is a normal distribution? What are
its usefulness? Assume that family
incomes are normally distributed with
1t=1600 and o =200. What is the
probability that a family picked up at
random will have income (i) between
1500 and 1800, (i) below 1500 and
(iii) above 20007
[(0<Z<1=0-3413),

(0<Z<0.5=0-1915] 2+2+6=10

TRT 36T B2 TR IR G gk e

¥E FRART WW p=1600 WF o =200

THe FYRTEE [{¥eif) W@ 1500 w@

18009 foeae (zm1, (i) 15009 T&@ @M

WF (i) 20009 SRS W ERE T

e |

[(0<Z<1=0-3413),

(0<Z<0-5=0-1915]

/\%Dis’dnguish between null hypothesis

and alternative hypothesis. When do we
use chi-square distribution? A random
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(c)

(d)

22A/1121

(8)

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 70?7 ([Tabulated value of
t=2.78 corresponding to (n-1) d.f.]
2+3+5=10
[ R SF T AR TS A1
o1 1 Chi-3%f Re3q @fem Tz T4 207
9l IR 5 T W A97 SFEResE EE
¥'F | (SSERd W99 I 80, 40, 50, 90,
HF 80 W, ¥ MINIR MRI 5% 70 JfE
2 91S A ?
[(n-1) d.£3 AT “<f&77 T t =2-78]

State and prove Gauss-Markov theorem

for B; in linear regression model

Y; =B +B81X; +U;, where By and B, are
parameters and U; is stochastic term. 10
Y, =g +B, X, +U; FHRRET @IR  HHEAS

SN -TRES S0l TS F AT FqM 1 TS By

I {3, AT =W SF U, T M 2 |

How to measure the standard errors of
regression  estimator? Explain the
concepts of hypothesis testing and
forecasting. 2+4+4=10
TS HRT F0 @A (R =7
ARFE AT W ASPR qRAEE WM

*q01

{ Continued )

(e)

(9)

In a three-variable linear regression
model Y, =Bo +P1 Xy +BaXo +Uts

estimate the parameters g, By, Pa- 10

a1 R R TR @¥R SEIER
Sferea 7S SRR @RI
Y, =Bo +B1 Xy +B2Xg +US® Bo, By Ba
o5 = |

A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the

regression model

Y= ﬁo +B1X1 +ﬂ2X2 +U
Compute the least square estimates
including interrupt term from the
following observations :

Output (Y) Labours (X;) Machines (X2)

40 46 24
42 60 15
37 54 12
50 50 50
36 42 19

Apply the least square method to

estimate the parameters. 10

& BT AT EA W e S
Serre SRR GRAE T FRC | <01 TR
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(10 )

AR Y =By +B X, 4By X, +UT SIS
ey 1 fermmER GRem sa) s[

e -
B (Y) =7 (Xy) 77 (Xp)

40 46 24

42 60 15

37 54 12

50 50 50

36 42 19
f7eT 35f “=fS r9zR +R aveAEE e |

{g) What are sources of ' auto-

correlation? Describe Durbin-Watson
D test. 4+6=10

TR TR TP o 62 wafi- eyt

D {1 710 T4 |

(h) Explain the consequences of multi-

collinearity.

IR -TTFEE A SI4 SCAS F47 |

10

(i) How can heteroscedasticity affect OLS
estimation? How would we correct for a
heteroscedastic error term if the nature
of the heteroscedasticity is known?

5+5=10

e [ERRvam @ dee e e o
fafre o s = coE e

TR WA A1 2
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( Continued )

(11

() Explain how specification error may
arise if irrelevant variable is included in
a linear regression model. Explain the
consequences of specification error.

4+6=10

PR beed wrl Rom [fea @ @
TEq T 7 (2 F0a LSTTIR HICEo] F41 |
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